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| ecture Objectives

- Describe how hypothesis testing is part of confirmatory
data analysis and the importance of inference.

- Differentiate between different hypothesis testing
frameworks.



Testing Frameworks



Definition:

Hypothesis testing or confirmatory data analysis is the
act of examining whether random variables (RVs)
adhere to stated assumptions or differ.

- Assumed R.V
Sampling
Distribution

* Test statistic z-score ~ “Rejection Region



Definition:

Sampling Distribution is a probability distribution of
statistics obtained from drawing many samples from a
population of interest.

- Population

- Sample of
- Populaﬂon
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http://onlinestatbook.com/stat_sim/sampling_dist/
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Computation Types

.. how can we test our assumptions ?7?

- Parametric

- Assume a distribution and compute a test statistic based on
asymptotic results.

- Resampling

- Draw samples with replacement from the sampling
distribution.

- Permutation

- Shuffle the samples and sample without replacement.



|[des of Testing



Hypothesis Tests

Common Parametric Hypothesis Tests

Hypotheses
Ho: = po
Hyi:p > po
Ho: 0 = po
Hi:p > po

Ho: oy —py =0
Hitpx —py >0
Hoy:pux —puy =0
Hiipx —py >0
Hy: puy —py =0
Hyi:py —py >0
Ho: pp = px —py =0

Hj
Hy

Hy
H,y

tip = px — py >0

P =Do
P > Do

:p1—p2=0
:p1—p2>0

Assumptions

N(u,0?) or n large,

o2 known

N(u,0?)
o2 unknown

N(#’X, 0—)%)

N(/"’Ya 0'3)
02,02 known

Variances unknown,

large samples

N(I'I’X, 0-)%)
N(#’Y, 0—3)

2 _ 52
oy = oy, unknown

X and Y normal,
but dependent

b(n,p)
nis large

b(n1,p1)
b(nz,p2)
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Back cover of: Probability and Statistical Inference (9th Edition)



https://www.amazon.com/Probability-Statistical-Inference-Robert-Hogg/dp/0321923278

Decision Hierarchy

( Descrintive Stats Inferential Statistics (Quantitative Data) (T
Ot 'l‘l:n R Are you looking for a relation between two Percentage of
d‘“am Median, Mode variables (correlation - there’s an association people above or
Variability: between them) or if a change in one leads to a below a certain
Range, Interquartile change in the other (manipulation)? number
Range, Standard Z‘scqn:s .(Normal
Deviation, Var{ance / \ sttnbuhun table) J
histogram, bar graph, Correlation Manipulation
frequency polygon, -
line graph

K‘ j Identify your independent

variable, levels of treatment,
Are you trying to predict and dependent variable.
and outcome, or only see if How many gx;oups e
there is a relation? there?

/7
[\ ‘ \
2 or more

Relation Prediction ./ \
[ tls?( :::?l: t;] ] Are people within the groups
. . egressi o connected in some way?
Correlational analysts R on (e.g. person 1 in group 1 nutch)t;l to
e Size, direction, No — person 1 in group 2; same person
explanation . measured over time)?
* ttestofrvs. 0 !
(df=N-2)
3or
Howmany [ pore
groups?
Steps to Significance Testing:
1. Define H, and H.,. I
2. Pick your test, a, 1-tailed vs. 2- 2 1way
:g;zed, df. Find critical value in l ANOVA
: , (df = dfsucocer
3. Dfaw. your dllagram. Mark the Independent dfann
rejection regions. samples t-test
4. Calculate your test statistics (t or ( dl:_ N-2) Repeated
Dependent Measures
5. Make a decision (retain or reject). (correlated) _ANOVA
6. Write out your conclusion, in samples t- “““!‘:"’" effect
words and statistics (use your . test time/ treatment)
h thaes) Chi Squm (df = N - 1; use
Ypo . (table of counts - difference
observed vs, expected
values)
Rejoct Hy Retain H, Reject Hy A Statistical
Decision Tree
Table t value Table t value ul);l,ity;:;:’hadvael‘?
(critical 1) {critical £) Q =

Source


https://www.peggykern.org/uploads/5/6/6/7/56678211/edu90790_decision_chart.pdf

Common statistical tests are linear models EAES et W IR SN A Sk
Last updaled: 28 June, 2019 Also check owt the Pythan versian' . Wm

Common name Built-in function in R Equivalent linear model in R Exact? | The linear model in words
y is independent of x
® P: One-sample t-test ttest(y) Im(y ~ 1) v One number (Intercept, Le., the mean) predicts y.
+ | N: Wikcoxon signed-rank wilcox test(y) Im(signed_rank(y) ~ 1) fRrN>14 | - (Same, but it predicts the signed rank of y.)
: P: Paired-sample t-test ttest(ys, yz, palred=TRUE) m(ys-yi~ 1) v One Intercept predicts the pairwise ya-ys differences.
E N: Wiicoxon matched pairs | wilcox.test(y., y;, paired=TRUE) Im(signed_rank(y; - y.) ~ 1) for N >14 | - (Same, but it predicts the signed rank of y-y,.)
e
-s y ~ continuous x
E P: Pearson correlation cor.test(x, y, method='Pearson') Imiy ~1+x) v One Intercept plus x multipled by a number (slope) predicts y.
? N: Spearman correlation cortest(x, y, method='Spearman’) | im(rankiy) ~ 1 + rank(x)) focN210 | - (Same, but with ranked x and y)
y ~ discrete x
P: Two-sample t-test ttest(y,, y. varequal=TRUE) Imly~ 1+ Gy v An Intercept for group 1 (plus a dfference If group 2) predicts y.
P: Weich's t-test ttest(y,, y. varequal=FALSE) gis(y ~ 1 + G,, weights=__.*)" v - (Same, but with one vanance per group Instead of one common.)
N: Mann-Whitney U wilcox.testly, y:) Im(signed_rank(y) ~ 1 + G.) forN>11 | - (Same, but it predicts the signed rank of y.)
A P: One-way ANOVA aov(y ~ group) mly~1+G:+ Gy +...+ G v An Intercept for group 1 (plus a difference If group # 1) predicts y. 1 i
"; N: Kruskal-Walks kruskal test(y ~ group) Im(rank(y) ~ 1+ Gz + Go +___+ Gw)* forN 211 | - (Same, but it predicts the rank of y.) .
+ ———
3 - - - (Same, but plus a slope on x.) ”
b R SR I Iy =10Gt Rt Ot of ’ Note: this is discrefe AND continucus. ANCOVAS are ANOVAS with & continuous x A
1
> | P: Two-way ANOVA aov(y ~ group * sex) my~1+G:+Gy+...+ Gy + v Interaction term: changing sex changes the y ~ group parameters.
E S, +S;+..+S8+ Nate: G:w v is an OMiCRtOC L0 QL 1) for 8ach non-intercepl levels of e group vanatie.
e G*S: + G*Ss + .w Similarly for 8:x for sex. The frst Ane (with G) is men effect of group, the second (with M
o §) for sex and the third /s the group * sex infaraction, For two evels (6.9 malefemas),
2 Wne 2 would just be “S." and ne 3 would be S: multipled with each G.
£ | Counts ~ discrete x Equivalent log-linear model Interaction term: (Same as Two-way ANOVA )
g N: Chi-square test chisq.test{groupXsex_table) gmly~1+G,+Gy+...+Gy+ v Nate: Run gim using the following arguments: gisirodel, family=poisscnl)) Same &35
- S48yt .. 48+ As Wnear-model, the Chi-square test s logiy) = log(N) + log(a) + log(B) + loglal) where @ |  Two-way
i and f are propartions. See mare info in (he accompanying notebook. ANOW
= Gi*S: + Gs*Sy +...+ G'S, family=...)'
; N: Goodness of fit chisq test(y) gim(y ~ 1 + G; + G, +...+ G, family=___)* v (Same as One-way ANOVA and see Chi-Square note.) TW-ANOVA

List of common parametric (P) non-parametric (N) tests and equivalent inear models. The notation y ~ 1 + x s R shorthand for y = 1'b + a-x which most of us learned In school. Medels In similar colors are highly siméar, but
really, notice how similar they sl are across colors! For non-parametric models, the linear models are reasonable approximatons for non-small sample sizes (see “Exact” column and click links to see simulations). Other less
accurate approximations exist, e.g., Wilcoxon for the sign test and Goodness-of-fit for the binomial test. The signed rank function I8 =igned_rank = function(x) =igni{x) * rank(abs(x)}. The varables G and S are ‘dummy
coded” Indicator vagables (either 0 or 1) exploiting the fact that when Ax = 1 between categories the difference equals the slope. Subscripts (e.g., G: or y,) Indicate different columns In data. im requires long-format data for all
non-continuous models. All of this s exposed In greater detad and worked examples at hittps /Aindeloayv github joftests-as-inear.

* See the note to the two-way ANOVA for explanation of the notation. @ﬁ" E Jonas Knstoffer Lindelav
 Same model, but with one variance per group: gis (value ~ 1 + G,, weights = varldent{form = ~1|group), method="ML"). . hitps Jlindeloey net

https://lindeloev.github.io/tests-as-linear/


https://lindeloev.github.io/tests-as-linear/

‘There is Only One Test’

data

. . observed
TITTITTT1T] —»  test statistic offact: 6%
T R — o
e | — O .~ Pprvalue
simulated distribution of
data

O under Ho

http://allendowney.blogspot.com/2011/05/there-is-only-one-test.html



http://allendowney.blogspot.com/2011/05/there-is-only-one-test.html

Breaking Down All Tests

.. the logic of a hypothesis test ...

Make an assumption or null hypothesis...

o - aboutthe sampling distribution the data has ..

Compute a Test Statistic ...

e - Relevantto that sampling distribution ...

Compute a P-value or Critical Value ...

e - Probability of an effect as big given the distribution ...

Make a decision ...
e .. does evidence exist to suggest the assumption is not okay?



Make an assumption...

PDFs for Normal and t Distributions
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Distributions

Normal
t,df =1
— t.df=10
— t,df=2
— t,df =20
t,df=3
t,df=5

Choose between:
z-test
Normal distribution
Known Population Variance

- Sample size: n > 30

- t-test

- Students t
Unknown Population Variance

+ Sample size:n < 30



Definition:

Null Hypothesis (Hp) states that the sample data
gathered meets the sampling distributions
assumptions.

Means Proportions
Single H :u=u, H, :p=p,
Double Hj:p—u,=0 H :p—p,=0

No difference



Definition:

Alternative Hypothesis (Ha or Hi) is the counter to the null
hypothesis that emphasizes the underlying sample may
not follow the assumptions laid out.

Means Proportions
One-sided 1, :4,—4,>0 H, :p>p,
H u>u, H :p<p,

Two-sided H :u —u, #0 H :p—-p, #0
H U+ U, H :p#p,

Evidence suggests a difference



Consider a coin flip.
f the coin is fair, half

Otherwise, the

U

tal

D€L

Fxample Hypothesis

. sample of forming a statement ...

the flips should be eads' "Tails
neads and the other =
nalf tails

HO . p=0.5

mber of flips »H :p#0.5

ween heads and

s will differ.



One proportion z-test

Addressing a probability

Null— H :p=0.5 H :p>0.5 —— Alternative

Example Hypothesis Distribution

observed
total

D=

/ score

\ ﬁ_po

Z = <z

\p()(ln_p()) \

Critical

Value



Definition:

P-value is the probability associated with obtaining the
observed value or more extreme values assuming the
null hypothesis is true.

Example Hypothesis Distribution

0.4 1
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- p-value
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Extra



HOW IS

random phenomena
described?




Definition:
Probability Distribution provides the outcome of a statistical
event with the probability it occurs.

8||—' o ey eI 3,’|u1 o=

8 9

Source


https://commons.wikimedia.org/wiki/File:Dice_Distribution_(bar).svg

Normal Distribution

.. an example of a probability distribution ...

Normal: PDF
0.4-
0.3-
go.z-
0.1-
0.0-
5.0 25 0.0 25 5.0
X
4 2\ .
1 (x—,u) U 1s the mean

f(xlu.0)

\/2— CXPp o > o 1s the standard deviation
OV 4Tt o’ is the variance



One-Tailed Hypothesis
t-Test

Research Question:
s the height of males

significantly greater than that of
females?

nsity
o

Ho: The height of males is not 5|

significantly greater than

females.

Ha: There is evidence to suggest /
the height of males is T0.05, 20

significantly greater than
females.



Two-Tailed Hypothesis
t-Test

Research Question:
s there a (statistically)

Two-Sided t-Test
with alpha = 0.05/2 and df = 20

significant difference between
the height of males and females?

sity

Ho: There is no (statistically)
significant difference between
the height of males and females.

T
-2.086 0.000
t-Value

Ha: There is evidence to suggest T T
a (statistically) significant 10.025, 20 T0.975, 20

difference between the height of
males and females.



 Testing Frameworks

- Discussed steps of a Hypothesis Test
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